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Volitional control matters greatly for moral judgment: Coerced agents receive less condemnation for out-
comes they cause. Less well understood is the psychological basis of this effect. Control may influence
perceptions of intent for the outcome that occurs or perceptions of causal role in that outcome. Here,
we show that an agent who chooses to do the right thing but accidentally causes a bad outcome receives
relatively more punishment than an agent who is forced to do the ‘‘right” thing but causes a bad outcome.
Thus, having good intentions ironically leads to greater condemnation. This surprising effect does not
depend upon perceptions of increased intent for harm to occur, but rather upon perceptions of causal role
in the obtained outcome. Further, this effect is specific to punishment: An agent who chooses to do the
right thing is rated as having better moral character than a forced agent, even though they cause the same
bad outcome. These results clarify how, when and why control influences moral judgment.
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1. Introduction

Charles Whitman murdered his wife and mother on a July night
in 1966. The following morning he continued the killing spree,
climbing a clock tower and using a large arsenal of rifles to indis-
criminately murder passersby below. His spree left 13 dead and
32 wounded.1 If Whitman was in control of his behavior then
nobody could be more deserving of punishment. Yet, in an unusual
suicide note Whitman professed love for his family and regret for
the deeds he was about to commit. He described the recent onset
of strangely violent thoughts, and requested an autopsy to deter-
mine whether there was an abnormality in his brain. There was:
His autopsy revealed a growing tumor that impinged on a cluster
of subcortical structures. Suppose, then, that Whitman’s behavior
was in some sense beyond his control. As heinous as his actions
were, would this fact change our desire for retribution?

Many past studies suggest that it would: Agents who lack con-
trol over their behavior receive less condemnation for harms they
cause (Alicke, 2000; Cushman, Dreber, Wang, & Costa, 2009;
Darley, Carlsmith, & Robinson, 2000; Robinson & Darley, 1995).
But, what is it about lacking control that lessens moral judgment?
In other words, what is the psychological basis of this effect? One
intuitively appealing possibility is that control impacts moral judg-
ment through representations of intentionality. If a person strikes
another during a seizure, for instance, their lack of control indi-
cates that they likely did not cause harm intentionally. This infer-
ence follows because behavioral control implies a correspondence
between intention and outcome, while a lack of control makes a
mismatch possible. Returning to Whitman’s case, potentially we
forgive him because viewing his actions as uncontrollable leads
us to assume that he lacked a culpable mental state—i.e., an inten-
tion, desire, motive, etc. to kill. Indeed, this connection between
intentionality and control is well documented (Malle, Guglielmo,
& Monroe, 2014; Weiner, 1995).

Yet, Whitman’s case seems a poor example of this mechanism.
His behavior was intentional in any ordinary sense of the word: He
meticulously planned and then executed an attack on nearly four-
dozen people, murdering 13 of them. Rather, it feels intuitively as if
the tumor ‘‘made” Whitman murder, by forcing him or robbing
him of alternative courses of action. In other words, Whitman’s
lack of control seems to deprive him of causal responsibility for
the crime. It wasn’t really Whitman who did it—his diseased brain
did.

This illustrates an alternative possibility: That control influ-
ences moral judgment by modifying ascriptions of causal responsi-
bility. Past research clearly demonstrates that moral judgment is
sensitive to a person’s role in causing harm, in addition to the role
played by their intent to cause harm (Cushman, 2008; Guglielmo,
Monroe and Malle, 2009; Piaget, 1965; Weiner, 1995; Young,
Cushman, Hauser, & Saxe, 2007). Yet, there is less prima face appeal
to the possibility that we forgive uncontrollable action because we
don’t hold an actor causally responsible for it. After all, we rou-
tinely apply the concept of causal responsibility to inanimate
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2 Although there are multiple types of moral luck (constitutive, circumstantial,
causal and resultant), we focus on resultant moral luck, the type most often studied in
the psychological literature.
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objects and events to which the notion of ‘‘control” simply does not
apply. For instance, we judge a storm to have caused a forest fire
without positing that the storm has ‘‘control” over the lightning.
By analogy, can’t a person who lacks control over their behavior
still be causally responsible for the harm that follows from it?

Answering this question depends upon a careful decomposition
of behavioral control. At first blush, we might suppose that Whit-
man was a cause of the murders if, absent Whitman, the murders
would not have occurred, in just the same way that lightning might
cause a forest fire (no lightning, no fire). In this sense it is trivially
true that Whitman was the cause. Following this logic, if Whitman
is to be excused for his behavior on the basis of a brain defect, it
could not be because he failed to cause the deaths of the people
who he shot.

Yet, much past research indicates that people represent the cau-
sal pathway from a person to the world in a more nuanced manner.
Specifically, they distinguish between the causal link from a person
(e.g., Whitman) to their behavior (shooting) and the subsequent
causal link from the behavior (shooting) to an outcome (deaths)
(Alicke, 2000). According to this model, it is conceptually possible
that Whitman’s behavior caused the deaths, and yet ‘‘Whitman”
did not cause his behavior. Clearly much hinges on the boundaries
of personal identity. Is Whitman to be identified with his entire
physical body, including the nervous system? If so, he clearly plays
a causal role in the production of all of his behaviors. Or, alterna-
tively, is Whitman to be identified with a limited portion of his
mental capacity—specifically his will, the capacity for volitional
control? On this view, it is possible for Whitman’s body to have
fired the shots without ‘‘Whitman” being the true cause of this
behavior (construed as their ‘‘will”). And, of course, if he didn’t
cause his behavior, then he didn’t cause the deaths that resulted
from it. This latter conception formalizes the intuitive notion that
we are not causally responsible for events over which we have
no control.

Consistent with this possibility, Knobe and Nichols (2011) find
that people judge an agent to be the cause of his own controllable
actions (e.g., moving his hand away from a bee) but not to be the
cause of his own uncontrollable actions (e.g., trembling in the pres-
ence of a bee). Applying a similar idea to the moral domain, Phillips
and Shaw (2014) find that people attribute less blame to a person
who is intentionally manipulated into performing a harmful action
than to a person who is manipulated unintentionally. Critically,
blame is reduced because people view the manipulated agent as
less causally responsible for the harm she produced. Although Phil-
lips and Shaw did not directly test ascriptions of control, their pre-
ferred interpretation is that people perceive the manipulated agent
as being controlled by the other agent (and thus, presumably, lack-
ing in control over themselves).

In sum, then, while it seems likely that there are cases in which
we forgive uncontrollable actions because we do not think the
agent intended harm, could it also be the case that we forgive such
actions because we do not believe the agent is even causally
responsible for them? Prior work has suggested that the intent
and causation pathways are not mutually exclusive possibilities.
For instance, Alicke (2000) proposes two independent pathways
for control to influence moral judgment: One by way of intent,
and another by way of causation. The causation hypothesis
remains untested, however, because past studies have not success-
fully dissociated causation from intent when assessing the influ-
ence of control on moral judgment. Our aim is to accomplish this
dissociation.

1.1. Experimental logic

Dissociating the influence of causation and intention requires
situations of a particular type: an agent must be causally responsi-
ble for harm that they did not intend, and yet still be a viable target
for moral judgment. Cases of moral luck, studied in both the psy-
chological and philosophical literatures (Cushman, 2008; Nagel,
1979; Williams, 1981; Young et al., 2007), present such an oppor-
tunity.2 In one variety of moral luck, a person acts with good inten-
tions but accidentally brings about a bad outcome (Cushman, 2008;
Young et al., 2007). Despite their good intentions, such agents are
often held to deserve punishment (Cushman, 2008). This punish-
ment of accidental outcomes depends on the attribution of causal
responsibility to the agent. Here, we make use of such cases and
explore how the punishment of accidental outcomes responds to
greater versus lesser degrees of control.

The logic of our design is best illustrated through a specific
example. Consider a doctor who can choose between two medica-
tions in order to save her patient. Without medication, the patient
will certainly die. Medication A has only a 33% chance of killing the
patient, while medication B has a 66% chance of death. The doctor
will be able to publish in a prestigious medical journal if either
medicine fails, however, so she has an incentive to choose the
bad medication. Fortunately she is a good doctor and chooses the
good medicine (A); unfortunately, the patient is among the
unlucky minority who dies. Consistent with prior research, we
expect that participants will assign some degree of punishment
to this doctor because she is causally responsible for death, despite
her choice of the best possible action. That is, we expect to observe
the phenomenon of moral luck.

Against this backdrop, the critical question is how participants
will judge a case that proceeds identically except for one detail:
As the doctor is deciding, she finds out that only medication A is
available in her office. This doctor still performs a good action
(choosing medication A) that leads to a bad outcome (killing the
patient), but her control over the outcome is diminished because
she lacks an alternative course of action. (Note that we accomplish
reduced control by a manipulation of counterfactual alternatives;
below, we discuss the advantages and disadvantages of this
approach in greater detail).

On the one hand, if control influences moral judgment exclu-
sively by modifying participants’ attributions of intent, then people
should judge the doctor who lacks control as harshly—perhaps
even more harshly—than the doctor who exercises control. After
all, the doctor with a choice of medications has demonstrably good
intentions: She chooses the best medication for the patient when a
selfish alternative is available. In contrast, there is ambiguity about
the intentions of the doctor who lacks control: Maybe she would
have chosen the good medication, but on the other hand maybe
she would have chosen the bad medication had it been available
in order to boost her publication record.

On the other hand, if control influences moral judgment in part
by modifying participants’ attributions of causal responsibility,
then people should judge the doctor with control more harshly
than the doctor who lacks control. After all, both doctors con-
tributed to the death of the patient—a highly negative outcome.
Whoever is judged more causally responsible for this negative out-
come will tend to receive more blame. In this case, it would be the
agent who possesses control over her action.

This prediction of the causal responsibility hypothesis is so
peculiar that it deserves special attention. Stated in the abstract,
it seems appropriate that a person who causes harm would receive
more punishment if she has more control over her action. Yet, in
the specific case of an accidental harm, control is exercised in order
to do the right thing: For instance, the doctor chooses the good
drug. According to the causal responsibility hypothesis, it is pre-



J.W. Martin, F. Cushman / Cognition 147 (2016) 133–143 135
cisely her free choice of the best possible course of action that
dooms her to punishment, when this optimal choice leads by
chance to an undesirable result. In contrast, a person who is forced
to do the right thing is insulated from such punishment. Such a
pattern of judgment would provide strong evidence uniquely in
favor of the hypothesis that control can exert an effect on moral
judgment without modifying participants’ attributions of mali-
cious mental states.

The logic of our experimental design requires participants to
make moral judgments of a kind that depend both on attributions
of intent and causal responsibility. Past research indicates that
judgments of deserved punishment are sensitive to both of these
factors (Berg-Cross, 1975; Cushman et al., 2009; Cushman, 2008;
Gino, Shu, & Bazerman, 2010; Martin & Cushman, 2015;
Mazzocco, Alicke, & Davis, 2004), while other categories of moral
judgment, such as judgments of moral wrongness and moral per-
missibility, are not (Hebble, 1971; Imamoglu, 1975; Piaget, 1965;
Wellman, Cross, & Bartsch, 1986; Young et al., 2007). Conse-
quently, our studies focus on judgments of deserved punishment.

1.2. Control and counterfactual representation

As described above, our experimental design manipulates an
agent’s control over their behavior by depriving them of a possible
course of action. For instance, we posit that an agent who has two
routes to get home has more control than an agent who has only
one route to get home. This approach is consistent with a large lit-
erature indicating a crucial role for counterfactual representation
in causal judgment (Byrne, 2002, 2016; Roese, 1997; Walsh &
Sloman, 2011; Wells & Gavanski, 1989), especially when assigning
causal responsibility to intentional actions (Lombrozo, 2010). Nev-
ertheless, it is a relatively weak and indirect manipulation of
behavioral control. A stronger manipulation would involve directly
intervening on the decision process of the agent; for instance, in
Whitman’s case, his brain defect apparently directly influenced
his process of decision-making.

We adopted the weaker approach because it is also more con-
servative with respect to our central hypothesis. In the case of a
brain defect, an alternative cause of behavior is explicitly intro-
duced. The presence of a salient alternative cause may bias partic-
ipants to discount the causal influence of the agent (i.e., of her
will). In contrast, when an agent’s behavioral control is manipu-
lated by restricting the set of alternative behaviors available to
them, this avoids the explicit introduction of an alternative cause.
Thus it presents a particularly conservative test of the hypothesis
that the manipulation of perceived volitional control influences
moral judgment partially through an effect on causal
representation.

Our experimental design shares certain features with past stud-
ies of moral judgment, control, and counterfactual representation.
Most notably, a study by Williams and colleagues (Williams,
Lees-haley, & Price, 1996) found that mutability of an outcome
(the degree to which it could be mentally altered) influenced the
causal role and blame assigned to an agent involved in it. One set
of participants was told that a cab driver refused to pick up 2 para-
plegic passengers and then safely drove over a bridge. When the
couple later attempted to drive over the same bridge, it tragically
collapsed and the couple drowned in the water below. Another
set of participants was given the same information, with the excep-
tion that after refusing the couple, the cab driver did not make it
safely across the bridge, but rather drove off of it (and survived).
Again, the bridge later collapses when the couple attempts to drive
over it, and they drown. That is, in one case the outcome could
have been prevented, whereas in the other it was inevitable (i.e.,
the couple would have died regardless of the cab driver’s behavior).
Both groups of participants were asked about the degree of control
exercised by the cab driver, how much of a causal role he played in
the couple’s deaths and the amount of punitive damages that
should be levied against the cab driver. The difference in outcome
mutability influenced all three judgments: When the outcome was
avoidable, the cab driver was viewed as playing a greater causal
role, as possessing more control and was assigned greater punitive
damages (Williams et al., 1996).

In essence, this study and others like it (Walsh & Sloman, 2011;
Williams et al., 1996) manipulate the influence of an agent’s
behavior on an event by altering whether the event would have
occurred even absent the agent’s behavior—that is, whether the
event was overdetermined by the circumstances. They therefore
use the manipulation of counterfactuals to adjust the perceived
causal relationship between behavior and an outcome, whereas
our study is designed to target the prior causal relationship
between volition and behavior. In simple terms, it is a difference
between whether something else could have happened (outcome
mutability) and whether something else could have been done (voli-
tional control). In Experiment 3 we make this distinction explicit
and experimentally dissociate influences of each kind.
2. Experiment 1

Our first experiment assessed the influence of control in cases of
moral luck. In order to do this, we designed stimuli in a fully
crossed design manipulating three factors: The performance of a
better vs. worse action, the occurrence of a bad vs. neutral out-
come, and greater versus lesser control over action. In order to
manipulate the level of control that the agent exerted over her
action, we altered the availability of alternative courses of action
to that agent. For instance, in the case described above, the doctor
either has the choice of two medications to prescribe (full control),
or else there is only one medication available (diminished control).

Our greatest interest is in two cells of this design: more versus
less control in cases of accidental harm (a good action leads to a
bad outcome). This case allows us to diagnose the potential role
of control in modifying ascriptions of causal responsibility. Criti-
cally, any influence of control on the moral judgment of accidental
harms could not be mediated by the attribution of malicious intent,
because accidents are defined precisely by the lack of harmful
intent.

Of course, this is not to say that control does not influence per-
ceptions of intentionality, or that such an influence is inert on
moral judgment. Rather, we would expect this relationship to
manifest in case of attempted harm: those in which a bad action
occurs but there is no bad outcome. Here, manipulations of control
can only impact perceptions of the agent’s intent, since there is no
harm to be causally responsible for.

Thus, the design of Experiment 1 allows us to test for two inde-
pendent and non-exclusive pathways by which control might
influence moral judgment: Via the attribution of causal responsi-
bility (in cases of accidental harm), and via the attribution of mali-
cious intent (in cases of attempted harm).
2.1. Methods

2.1.1. Participants
Seven hundred thirty-one participants were recruited through

Amazon Mechanical Turk and all provided informed consent. Par-
ticipation was restricted to US residents who were native speakers
of English. Level of education varied widely (from some high school
to Ph.D), as did socioeconomic status. All participants received
monetary compensation for their participation. All procedures
were approved by the Brown University Institutional Review
Board.
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2.1.2. Materials
We designed vignettes according to a 2 (negative vs. positive

action) � 2 (negative vs. positive outcome) � 2 (more control vs.
less control) design, and then replicated this eight-cell design
across four independent vignette contexts (see Supplemental
Methods). To illustrate, the text of one of the scenarios is provided
below. This scenario involves an accident, in which the outcome is
negative and the action is positive; we then vary the level of con-
trol possessed by the agent.

A doctor working in a hospital has a patient who is having hear-
ing problems. This patient has two, and only two, treatment
options. With Option A, there is a 66% chance the patient makes
a full recovery. With Option B, there is a 33% chance that the
patient makes a full recovery. Whichever option the doctor
chooses, it happens that if the patient fails to make a full recov-
ery then the doctor will be able to publish a very prestigious
paper, which would be great for his career. On the other hand,
if the patient makes a full recovery, the doctor won’t be able
to publish this paper at all, but his reputation will improve.
In the More Control (MC) condition, the next sentence read:
‘‘The doctor chooses to pursue Option A”. In the Less Control (LC)
condition, the sentence read: ‘‘While deciding, the doctor is
informed that the patient is allergic to the medicine necessary
for Option B and thus the doctor is forced to proceed with Option
A.” Thus, in the MC condition the agent had imperfect control over
the situation – her choice impacted which outcome was most
likely, but only imperfectly determined the eventual outcome. In
the LC condition, the agent’s available choices were relatively more
constrained, and therefore she had reduced control over the even-
tual outcome. (In Experiment 2 we validate that participants in fact
ascribe less control to the agent in such cases).

2.1.3. Procedure
Participants read 4 vignettes and rated how much punishment

the protagonist deserved in each. Each of the 4 vignettes was pre-
sented in one of the 4 possible action � outcome combinations, the
order of which was counterbalanced across participants. The agent
either selected the option that was likely to help the target or to
harm the target, and the target either was helped or was harmed.
Each participant was randomly assigned to have all 4 vignettes
presented in the MC or the LC condition.

For each trial, participants read the vignette and were asked to
make a single judgment: How much punishment does [protago-
nist] deserve? They responded to this prompt on a 9-point scale
anchored at 1 (No punishment at all) and 9 (Extreme punishment).
For all ratings, reaction times were collected and used in partici-
pant screening. All participants also completed attention check
questions after the last of the 4 scenarios, for use in participant
screening. Based on our exclusionary criteria, data from 86 partic-
ipants (out of 731; 11.7%) were discarded. Lastly, participants
responded to a series of optional standard demographic items
and were debriefed.

2.2. Results

To first examine responses to all conditions we used mixed
effects regression. Fixed effects included action, outcome (both
within-subjects factors) and control (between-subjects factor), as
well as all possible two-way interactions and the three-way inter-
action. We included random intercepts for participant and scenar-
io, as well as random slopes within each for action and outcome.
This permitted us to model a maximal random effects structure
and allow for correlation between random effects, given the num-
ber of observations per participant (Barr, Levy, Scheepers, & Tily,
2013). Because our data are discrete (a 1–9 integer scale) rather
than continuous, we used ordinal mixed effects regression (specif-
ically, we fit a cumulative link mixed model), implemented in R
using the ordinal package (Christensen, 2015).

Results are provided in Table 1. Consistent with prior research
on punishment judgments we found substantial contributions of
both outcome and action on moral judgment. We additionally find
a large and significant impact of control on judgments of punish-
ment. Of greater relevance to our present study, the significant
interactions between action and control, and also between out-
come and control, motivate our selective attention to cases of
attempted and accidental harms.

To assess the relationship between control and an agent’s inten-
tions, we focus on cases of attempted but failed harm. Here, partic-
ipants assigned greater punishment to an agent who had more
control over their behavior than one who had less control (More
Control [MC]: mean = 3.26 (SEM = 0.13); Less Control [LC]: 1.69
(0.08); t(643) = 10.1, p < 0.001, 95% CI of mean difference [1.26,
1.89], d = 0.80, Fig. 1). In the absence of a bad outcome, such pun-
ishment likely stems from the fact that participants use the agent’s
choice as a way of understanding their intentions. An agent who
freely chooses a bad action, thus exhibiting bad intent, is punished
more than a forced agent, whose true intentions are more ambigu-
ous. This accords well with prior work on the relationship between
control and intent and is in line with the default route by which
control is believed to influence moral judgment – by way of intent
(Malle et al., 2014; Weiner, 1995)

We next test whether control can additionally influence moral
judgment through attributions of causal responsibility by focusing
on our primary case of interest: Accidental harms, in which an
agent performed a good action that resulted in a bad outcome.
We found that participants assigned greater punishment to acci-
dental harms when the agent had more control over their action
than when they had less control (MC: 2.93 (0.14); LC: 2.43
(0.11); t(643) = 2.774, p < 0.05, 95% CI [0.15,0.85], d = 0.22, Fig. 1).
This suggests that, in the context of moral luck, control can exert
an effect on punishment independently of intent.

2.3. Discussion

Our first study reveals a pattern of judgment consistent with
two sources of influence of control on moral judgment: One
through attributions of intent, and another through attributions
of causal responsibility. More precisely, our findings show that
the influence of control on moral judgment likely cannot be
reduced to either one of these paths of influence alone. The finding
that greater control leads to greater punishment in cases of
attempted harm suggests an influence of control on attributions
of malicious intent. Meanwhile, the finding that greater control
leads to greater punishment in cases of accidental harm suggests
an influence of control on attributions of causal responsibility.

It is possible, however, that control simply exerts its own, inde-
pendent influence on moral judgment. According to this model, the
effect of control is not mediated either by attributions of causal
responsibility or by attributions of malicious intent. Our subse-
quent experiments aim to provide additional evidence that the
manipulation of volitional control affects moral judgment via attri-
butions of causal responsibility.

The effect that we report in Experiment 1 is small both numer-
ically (approximately 0.5 points on a 1–9 scale) and in its effect size
(Cohen’s d = 0.22). This is expected because we manipulated the
perception of volitional control indirectly, by limiting the set of
behaviors available to the agent, rather than directly, by describing
an agent operating without the capacity for volitional control. This
was necessary in order to manipulate perceived control in a man-
ner independent from intentional action. Nevertheless, we note



Table 1
Results from Experiment 1. Punishment response was regressed on predictors for
action, outcome and control and all possible interactions. We find strong main effects
for action, outcome and control, as well as interactions between control and action,
and between control and outcome.

Fixed effects Estimate Std. error z value p value

Mixed-effects regression results
Outcome 1.46 0.28 5.23 <0.001
Action 1.30 0.36 3.63 <0.001
Control 1.26 0.12 10.49 <0.001
Action � outcome 0.11 0.18 0.59 0.55
Action � control 1.96 0.19 10.44 <0.001
Outcome � control 0.61 0.17 3.51 <0.001
Action � outcome � control 0.48 0.34 1.42 0.15

Fig. 1. Results from Experiment 1. Participants read scenarios drawn from each cell
of a 2 (action) � 2 (outcome) design, and were assigned to either the More Control
or Less Control condition. Plotted are averages for each cell of the full design. Boxed
are the results from the critical moral luck condition. Error bars are SEM.
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that approximately 40% of the overall effect of moral luck we
observed in this design (that is, the punishment of an accidental
outcome) was eliminated by our indirect manipulation of voli-
tional control.
3. Experiment 2A

In Experiment 2A we directly probe participants’ perceptions of
causal responsibility and malicious intent. Our specific interest is
how these attributions respond to manipulations of control over
an agent’s behavior in cases of accidental harm. As a manipulation
check, we also probe whether our manipulation of control in fact
influences participants’ attributions of control.

A direct test of mediation requires analyzing the change in cor-
relation between a predictor and a dependent variable when a
mediating variable is included in the model – if the correlation is
weaker when the proposedmediator is included versus absent, this
is evidence in favor of that variable playing a mediating role (Baron
& Kenny, 1986; Preacher & Hayes, 2008). However, such a tech-
nique cannot be applied in the current situation because there is
a bi-directional relationship between the dependent variable
(moral judgment) and the proposed mediators (attributions of
intentionality and causality). Specifically, while differences in
causality and intentionality influence moral judgment, making a
moral judgment also influences how causal or intentional an agent
is viewed (Alicke, 1992; Knobe & Fraser, 2008; Knobe, 2003, 2005).

Thus, we aim to develop more circumstantial evidence regard-
ing the relationship between control, causation and moral judg-
ment. For either intent or causation to serve as a mediator it
must, by definition, show a relationship with control (the predictor
variable). That is, manipulations of control must influence any
mediating variable, in addition to the dependent variable. If attri-
butions of either intentionality or causality are not affected by
changes in an agent’s control, then that variable is ruled out as a
potential mediator. In other words, the approach we employ in
Experiment 2 is to conduct an experimental test that could provide
evidence unambiguously falsifying our model.

Our prediction is that the manipulation of control in cases of
accidental harm will influence participants’ attributions of causal
responsibility, such that they assign greater causal responsibility
in cases of greater control. Just as Whitman’s tumor might reduce
our perception that he is causally responsible for his actions, par-
ticipants might conclude that the doctor forced to choose a partic-
ular drug was therefore less causally responsible for the patient’s
death, resulting in less punishment relative to the doctor with
more control.

In contrast, we predict that if our manipulation of control has
any influence on attributions of intent, it will lead to decreased
attributions of malicious intent in cases of greater control. This is
because the agent uses her control to engage in a manifestly benef-
icent action.

There is, however, some basis for the opposite prediction. As
noted above, prior work shows that moral blame influences our
inferences of intent (e.g. Knobe, 2003). Because participants in
Experiment 1 assigned greater punishment to accidental harmdo-
ers who acted with greater control, they may also increase their
attribution of malicious intent to these agents, despite the doctor’s
choice of the beneficial medication. Indeed, prior work on hind-
sight bias has shown such an influence (Baron & Hershey, 1988;
Tostain & Lebreuilly, 2008; Young, Nichols, & Saxe, 2010). Accord-
ing to this model, we would expect greater attributions of mali-
cious intent as control increases. Of course, these models are not
mutually exclusive, although their influences would tend to cancel
each other out.

3.1. Method

Participants (N = 1517) were recruited under the same parame-
ters as Experiment 1. Each read 4 vignettes, all in the critical moral
luck condition (where the agent performed a good action that
resulted in a bad outcome). Each participant was randomly
assigned to view and respond to all 4 vignettes presented in the
MC or the LC condition. Vignette order was counterbalanced across
participants. Participants were randomly assigned to one of four
rating types: Intent (n = 385, ‘‘To what extent did [protagonist]
intend [outcome]?”, 1 = ‘‘Did not intend at all”, 9 = ‘‘Completely
intended”), causal role (n = 375, ‘‘To what extent did [protagonist]
cause [outcome]?”, 1 = ‘‘Did not cause at all”, 9 = ‘‘Completely
caused”), degree of control (n = 378, ‘‘How much control did [pro-
tagonist] have over the outcome of this situation?”, 1 = ‘‘No control
at all”, 9 = ‘‘Complete control”) or punishment (n = 379, same as
Experiment 1). All participants completed attention check ques-
tions after the last of the 4 scenarios, for use in screening. Based
on our exclusion criteria, data from 124 participants (8.2%) was
discarded. Participants finished by completing a series of demo-
graphic questions and being debriefed.

3.2. Results

We replicated our prior finding: Greater control lead to greater
punishment in cases of accidental harm (More control [MC]: 2.73
(0.12); Less control [LC]: 2.33 (0.11); t(352) = 2.395, p < 0.05, 95%
CI [0.07, 0.73], d = 0.26). We also demonstrated that our manipula-
tion of control does indeed lead to differences in perceived control
(MC: 4.72 (0.12); LC: 2.96 (0.11); t(342) = 10.827, p < 0.001, 95% CI
[1.43, 2.07], d = 1.17). Critically, we found an interaction between
control condition and judgments of causality versus intentionality
(F[1,691] = 5.40, p < 0.05). This difference was driven by the fact
that the agent with more control was viewed as having a greater
role in causing the harm (MC: 3.64 (0.13); LC: 2.93 (0.11); t(348)



Fig. 2. Results from Experiment 2A. Participants read scenarios of accidental harm,
all either in the More Control or Less Control condition. Plotted are average
responses for the extent to which the agent caused the outcome to occur and the
extent to which the agent intended the outcome to occur. Error bars are SEM.
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= 4.251, p < 0.001, 95% CI [0.38, 1.04], d = 0.45), but not greater
intent to harm (MC: 2.31 (0.10); LC: 2.10 (0.09), t(343) = 1.446,
p = 0.149, 95% CI [�0.07, 0.48], d = 0.16, Fig. 2).
3.3. Discussion

As intended by our manipulation, we found that participants
attributed greater control to the agent who chose between two
available options compared with the agent who was forced to
‘‘choose” the only available option. We also replicated our principle
finding, that an agent with greater control receives more punish-
ment than one with less control in cases of moral luck. Consistent
with the hypothesis that perceived control influences attributions
of causal responsibility, we found that participants also assigned
greater causal responsibility to the agent who had greater control
over her action. In contrast, we did not find significantly greater
attributions of malicious intent to the agent who had greater con-
trol over her action. Collectively, these data support the hypothesis
that the influence of perceived control on the judgment of acciden-
tal harms is mediated at least in part by attributions of causal
responsibility. The present research indicates that control modifies
attributions of causal responsibility, and past research indicates
that attributions of causal responsibility strongly influence judg-
ments of deserved punishment (Berg-Cross, 1975; Cushman
et al., 2009; Cushman, 2008; Gino et al., 2010; Mazzocco et al.,
2004).
4. Experiment 2B

Notably, and contrary to our expectations, Experiment 2A
revealed a slight trend toward greater attributions of malicious
intent for the agent who had greater control over her actions.
Two possible explanations for this finding stand out. First, greater
attributions of intentionality might stem from (unprompted) moral
judgments of the agent, which influence subsequent perceptions of
the agent. That is, consistent with blame-early accounts of moral
judgment (Alicke, 1992, 2000) and work on the relationship
between moral judgment and intentions (Knobe, 2003, 2005,
2006), participants’ negative moral evaluations of the agent may
have influenced how intentional of a mental state they subse-
quently attributed to her. (On this hypothesis, increased blame
directed at the agent with control might arise due to a direct effect
of control on moral judgment, a mediated effect due to causal attri-
bution, or other processes).

Alternatively, the specific phrasing we chose for our dependent
measure may have influenced the results. Participants rated to
what extent the agent in each situation either intended for the out-
come to occur, or caused the outcome to occur. For causality, the
scale is clear: The agent could be maximally causal, or not causal
at all (or somewhere in between). When assessing intentionality,
however, such a scale may have constrained participants’
responses. In theory, the agent could have fully intended the bad
outcome to occur, or could not have had a harmful intention, or
could indeed have possessed an intention for the good outcome
to occur. On our scale, however, participants were unable to
express this latter possibility. That is, they were precluded from
indicating that the agent had a good intent. This may be especially
problematic in the case of the agent who chooses the good drug
with control over her actions, because a natural inference is that
her intentions were positive.

Thus, in Experiment 2B, we explore whether the tendency to
attribute slightly more malicious intent to an agent with more con-
trol is an artifact of the method used in Experiment 2A, by employ-
ing a scale that allows participants to express a wider range of
possibilities.

4.1. Methods

Participants (N = 401) were recruited under the same parame-
ters as Experiment 2. Each read 4 vignettes, all in the critical moral
luck condition (where the agent performed a good action that
resulted in a bad outcome). Vignette order was counterbalanced
across participants. Each participant was randomly assigned to
have all 4 vignettes presented in the MC or the LC condition. Par-
ticipants evaluated the protagonist in each vignette using a 1–9
scale with the following text above the indicated points: 1 = ‘‘Def-
initely intended for [positive outcome]”, 3 = ‘‘Possibly intended for
[positive outcome], 5 = ‘‘Not sure”, 7 = ‘‘Possibly intended for [neg-
ative outcome]”, 9 = ‘‘Definitely intended for [negative outcome]”.
All participants completed attention check questions after the last
of the 4 scenarios, for use in screening. Based on our exclusion cri-
teria, data from 26 participants (6.5%) was discarded. Participants
finished by completing a series of demographic questions and
being debriefed.

4.2. Results

Allowing participants to respond about a protagonist’s inten-
tions for either a negative or a positive outcome created a different
pattern of results than those seen in Experiment 2A. Whereas pre-
viously an agent with greater control was slightly more likely to be
viewed as intending a negative event, here we found the opposite:
An agent with more control was viewed as having greater intent
for the good outcome than the agent with less control (MC: 2.70
[0.09]; LC: 3.63 [0.08]; t(373) = 7.83, p < 0.001, 95% CI [0.70 1.17],
d = 0.81). Further, we found that the mean for both groups was sig-
nificantly different from the midpoint (MC: t(186) = 25.11,
p < 0.001, 95% CI [2.52 2.88]; LC: t(187) = 17.87, p < 0.001, 95% CI
[3.48 3.79]), indicating that agents with greater and lesser control
were both viewed as more likely to have intended the good out-
come than the bad outcome.

4.3. Discussion

In Experiment 2A, we found that agents with more control over
an accidental harm were slightly more likely to be viewed as
intending the bad outcome than agents with less control
(p = 0.15). This is surprising given that both agents took the same
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action and caused the same bad outcome. As predicted, Experi-
ment 2B provides evidence that this finding was due to our use
of a scale that only allowed participants to evaluate intent for
the bad outcome. Using a scale that allowed participants to attri-
bute both negative and positive intentions, we found that agents
with more control were rated as having better intent than agents
with less control. Moreover, we found that agents with both more
and less control were rated as having greater intent for the good
outcome to occur, suggesting that the scale used in Experiment
2A was indeed problematically constrained.

Importantly, the issue of a restricted range does not apply to
judgments of causality. An agent can either be completely causally
responsible for a harm, not at all causally responsible, or some-
where in between. She cannot, however, be causally responsible
for a harm that did not occur.

Taken together, Experiments 2A and 2B strongly suggest that
changes in an agent’s degree of control over an accidental harm
lead to larger attributions of causal responsibility for the harm
but lesser attributions of intending to harm. Given past research
indicating a role for causal attribution in moral judgment, this
implies that one route by which attributions of control influences
moral judgment is via their effect on attributions of causal respon-
sibility. In Experiment 4 we provide a further and more stringent
test of this hypothesis.
5. Experiment 3

Some past research links counterfactual representation to moral
judgment in a manner that contrasts with our own model. These
studies demonstrate that we hold a person more causally and
morally responsible for their harmful action when things could
have gone differently, had they acted differently (Williams et al.,
1996). This property is called ‘‘outcome mutability”. In the intro-
duction we presented an example: A taxi driver is held more
responsible for harm to a couple he strands in the case that they
would have been unharmed in his cab, compared with a case
where they would have been equally harmed in his cab. There is
an intuitive sense in which an agent has more control over the out-
come in cases where their behavior renders that outcome mutable.
Note, however, that the agent does not seem to have any more or
less control over their behavior in such cases. In other words, a taxi
driver is equally in control of their choice to pick up the passengers,
whether or not this leads to subsequent injury. Our present inter-
est is in this latter form of control: The volition control that a per-
son has over her own behavior.

Nevertheless, one explanation for the influence of control on
moral judgment found in Experiments 1 and 2 is that volitional
control is confounded with outcome mutability. That is, the partic-
ipant is confronted with a situation in which an agent is involved in
harming another. In one case, the agent had an alternative course
of action (More Control condition) that might have resulted in a
better outcome. Thus, participants may represent an upward coun-
terfactual associated with the alternative course of action. The
presence of outcome mutability causes the agent to be rated as
having more control over the situation, as playing a greater causal
role in the situation and as more deserving of punishment than
when the agent had no alternative course of action (Less Control
condition). This explanation hinges on the degree to which the
actually obtained outcome is mutable, and not whether the agent
had any control their behavior: We view the agent as more worthy
of punishment not because the agent had control over their behav-
ior, but because alternative courses of action were available, and
thus a different outcome could have obtained.

These influences canbe distinguishedwhenan agent has a choice
of multiple options (high volitional control) that would all yield
identical outcomes (low outcome mutability). In Experiment 3, we
test this possibility using vignettes from Experiments 1 and 2 mod-
ified only so that the agent’s unchosen optionwould have lead to the
same outcome as their realized choice—i.e., a failed outcome that
causes harm. Thus, for instance, a doctor chooses amedication likely
to succeed but it fails; yet, her only alternative optionwas a placebo
that never could have succeeded. In this case an agent has somevoli-
tional control in the sense that multiple options are available. Yet,
although the agent’s plan failed, no upward counterfactual is avail-
able—the only available alternative would have yielded the same
outcome. As in our prior experiments, we manipulate whether or
not this alternative behavior is available to the agent (i.e., in some
cases the placebo is not in stock). Thus, we manipulate the degree
of control that the agent has over their behavior, while preserving
the (non-)mutability of the outcome across cases.

5.1. Methods

Participants (N = 1636) were recruited under the same parame-
ters as Experiments 1 and 2. Vignettes for this study were modified
from 3 out of the 4 vignettes used in Experiment 2. Now, rather than
a choice between a good versus bad action, each agent chose
between a good versus ‘‘placebo” action – an action thatwould have
resulted in the same outcome as obtainedwhen the agent chose the
good action. To illustrate, we present the modified version of the
vignette used as an example when describing Experiment 1, with
differences italicized (but not in the experimental version):

Adoctorworking in ahospital has apatientwho is havinghearing
problems. This patient has two, and only two, treatment options.
With Option A, there is a 66% chance the patient makes a full
recovery. Option B is a placebo pill and so there is no chance that
the patient makes a full recovery, but it will make the patient feel
as though they are being treated. Whichever option the doctor
chooses, it happens that if the patient fails tomake a full recovery
then the doctor will be able to publish a very prestigious paper,
which would be great for his career. On the other hand, if the
patientmakes a full recovery, the doctor won’t be able to publish
this paper at all, but his reputation will improve a little bit.
In the MC condition, the next sentence read: ‘‘The doctor
chooses to pursue Option A”. In the LC condition, the sentence
read: ‘‘While deciding, the doctor checks the medicine cabinet
where both treatments are kept and discovers that the hospital is
all out of the placebo pill – Option B – and thus the doctor is forced
to proceed with Option A.” Thus, the agent in the MC condition
continues to possess a choice between a good action, likely to help
another person, and a bad action, here certain to harm them.

Each participant read 3 vignettes, all in the critical moral luck
condition. Vignette order was randomized across participants. Each
participant was randomly assigned to have all 3 vignettes presented
in the MC or the LC condition. Participants were randomly assigned
to one of three rating types: Causal role (N = 427, same as Experi-
ment 2A), degree of control (N = 415, same as Experiment 2A) or
punishment (N = 794, same as Experiments 1 and 2A). All partici-
pants completed attention checkquestions after the last of the 3 sce-
narios, for use in screening. Based on our exclusion criteria, data
from 147 participants (9.0%) was discarded. Participants finished
by completing a series of demographic questions and being
debriefed.

5.2. Results

Using vignettes that reduce the salience of a counterfactual out-
come obtaining, we replicate all three of our prior effects. We find
that, even in these modified vignettes, agents with more control



Fig. 3. Results from Experiment 3. Participants read scenarios of accidental harm,
modified so that the obtained outcome would have also been reached from the
agent’s alternative option, all either in the More Control or Less Control condition.
Plotted are average responses for the extent to which the agent had control, the
extent to which the agent caused the outcome to occur and the amount of
punishment the agent deserves. Error bars are SEM.

3 We report eta squared because we are interested in the amount of variability
explained by both intent and outcome relative to the total variability between our
two response conditions. Such a comparison is reasonable here because total
variability was very similar between conditions (SStotal (punishment) = 1490.29, SStotal
(character) = 1413.48.
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are rated as having greater control (MC: 5.19 (0.15); LC: 3.11
(0.13); t(374) = 10.73, p < 0.001, 95% CI [1.70, 2.46], d = 1.11,
Fig. 3). Critically, they are also viewed as having a greater causal
role in the obtained outcome (MC: 2.93 (0.12); LC: 2.50 (0.14); t
(387) = 2.38, p < 0.05, 95% CI [0.07 0.80], d = 0.24). And, greater
control leads to greater punishment (MC: 2.43 (0.10); LC: 2.13
(0.09); t(722) = 2.32, p < 0.05, 95% CI [0.05 0.56], d = 0.17).

5.3. Discussion

Experiment 3 tests whether outcome mutability fully accounts
for the influence of our ‘‘control” manipulation in Experiments 1
and2.Wemodifiedvignettes such that the agent’s alternative choice
could not have lead to a better outcome, and yet we continue to find
that agents with more control are assigned greater punishment and
causal responsibility. This suggests that outcomemutability cannot
fully account for the results from Experiments 1 and 2.

6. Experiment 4

Thus far, we have demonstrated a link between the degree of
behavioral control an agent possesses and attributions of both
intent for a harm to occur and causal role in a harm coming about.
We have focused on these relationships in the context on judg-
ments of punishment, which are sensitive to both intentions and
causal responsibility for outcomes (Berg-Cross, 1975; Cushman
et al., 2009; Cushman, 2008; Gino et al., 2010; Martin &
Cushman, 2015; Mazzocco et al., 2004) and could therefore shed
light on our hypothesized link between control and causality.

In contrast, other categories of moral judgment show substan-
tially less sensitivity to manipulations of causal responsibility,
and instead rely especially heavily on attributions of malicious
intent (or intentional action; Hebble, 1971; Imamoglu, 1975;
Piaget, 1965; Wellman et al., 1986; Young et al., 2007). For
instance, recent work of ours has demonstrated a striking diver-
gence between decisions of how much to punish a partner for
defecting in a economic interaction and decisions of whether or
not that partner is likely to be cooperative on another round of play
(Martin & Cushman, 2015). Whereas punishment decisions
showed the expected sensitivity to both a partner’s intentions
and the outcome that they brought about, decisions of whether
or not to interact with that partner again were sensitive almost
exclusively to that partner’s intentions and not the outcome that
they caused. In other words, when deciding how much to punish,
we care both about a person’s intent and what they caused,
whereas when assessing what kind of person they are – judging
their character – we care much more about their underlying
intentions.

This divergence in the sensitivity of character and punishment
judgment allows a unique and precise test of whether control influ-
ences moral judgment in part via the attribution of causal responsi-
bility. If, asweexpect, character judgments are found tobe relatively
insensitive to attributions of causal responsibility, any influence of
control onmoral judgment due to the attribution of causal responsi-
bility should be severely diminished for judgments of character.
Thus, for instance, when people evaluate an agent’s moral character
in cases where she causes accidental harm, they should be insensi-
tive to the amount of control she exerts over her behavior. Indeed,
if anything, they should rate her to have a superior moral character
in cases where she has control and uses it to choose the best
available action. In line with the results of Experiment 2, she has
demonstrated more helpful intentions, and judgments of character
may be especially sensitive to information about intentions.

We first validate our use of character as a contrast judgment in
a pilot study, by having participants judge each case of the
action � outcome design, all in the MC condition. Participants
assess either character or punishment and we examine the extent
to which these judgments are influenced more by actions taken or
outcomes caused. Then, we proceed to the main experiment,
where we contrast judgments of character with punishment in
our critical moral luck case, in each case contrasting judgments
across the MC and LC conditions.

6.1. Pilot study – methods

Participants (N = 100) read 4 vignettes, each presented in one of
the 4 possible action (positive, negative) � outcome (positive, nega-
tive) conditions. All vignettes were presented in the MC condition.
Participants were randomly assigned to judge either the protago-
nist’s personal moral character (n = 49, ‘‘How would you rate [pro-
tagonist’s] personal moral character?”, 1 = ‘‘Great moral
character”, 9 = ‘‘Horrible moral character”) or deserved punishment
(n = 51, same as Experiment 1). Vignette orderwas counterbalanced
across participants. Participants completed attention check and
demographic questions after the last scenario, and were then
debriefed. Based on our exclusionary criteria, data from5 (5.0%) par-
ticipants was discarded.

6.2. Pilot study – results

We ran a 2 � 2 � 2 mixed ANOVA, with action (negative vs. pos-
itive action) and outcome (negative vs. positive outcome) as
within-subjects factors and response type (character vs. punish-
ment) as a between-subjects factor. Here, we found a significant
3-way interaction, F(1,93) = 5.00, p < 0.05, indicating that the
impact of actions taken and outcomes caused did differ across
judgments. To unpack this interaction, we separately conducted
2 (negative vs. positive action) � 2 (negative vs. positive outcome)
repeated-measures ANOVAs on subjects’ ratings of characters and
punishment. As expected, when making character judgments,
demonstrated intentions exerted greater influence than outcomes
(Intentions: F[1,43] = 70.57, p < 0.001, g2 = 0.32; Outcomes: F
[1,43] = 44.37, p < 0.001, g2 = 0.11), while the reverse was true
when assessing deserved punishment (Intentions: F[1,50]
= 42.08, p < 0.001, g2 = 0.13; Outcomes: F[1,50] = 78.69, p < 0.001,
g2 = 0.26).3 Thus, while both judgments are sensitive to both factors,



Fig. 4. Results from Experiment 4. Participants read scenarios of accidental harm,
all either in the More Control or Less Control condition. In addition, they were
assigned to make a judgment of how much punishment is deserved or a judgment
of the agent’s moral character. Plotted are average responses for the MC and LC
conditions for participants rating punishment or character. Error bars are SEM.
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judgments of character rely relatively more on information about
intentions and determinations of punishment rely more on informa-
tion about outcomes caused.

6.3. Methods

Participants (N = 857) read 4 vignettes, each presented in the
critical moral luck condition, with each participant randomly
assigned to read all MC or all LC vignettes. Participants were ran-
domly assigned to judge either the protagonist’s personal moral
character (n = 426, Same as pilot study) or deserved punishment
(n = 431, same as Experiment 1) for all 4 vignettes. Vignette order
was counterbalanced across participants. Participants completed
attention check and demographic questions after the last scenario,
and were then debriefed. Based on our exclusionary criteria, data
from 45 (5.3%) participants was discarded.

6.4. Results

Using our now validated judgments, we first replicated the
impact of control on punishment, finding for a fourth time that
greater control leads to greater punishment (MC: 2.53 (0.10); LC:
2.18 (0.10); t(416) = 2.36, p < 0.05, 95% CI [0.06, 0.64], d = 0.23,
Fig. 4). Critically, greater control had exactly the opposite effect
on judgments of character: Greater control lead to perceptions of
better moral character (MC: 3.23 (0.10); LC: 3.99 (0.10); t(392)
= 5.481, p < 0.001, 95% CI [0.49, 1.03], d = 0.55). To confirm this
interaction, we used linear mixed-effects regression, including
fixed-effects predictors for control condition, response type and
their interaction, as well as a random-effects predictor for vignette.
As expected, the interaction between control and judgment type
was significant (F[1,808] = 29.802, p < 0.001, gp2 = 0.036).

6.5. Discussion

Experiment 4 provided a strong test of the hypothesis that con-
trol can influence moral judgment through representations of
causality in addition to its influence on inferences of intentionality.
We found that for judgments sensitive to outcomes caused (e.g.
punishment), greater control over an accidental outcome leads to
greater punishment, presumably by virtue of the greater perceived
causal role the agent plays in the bad outcome that occurs. This
effect was reversed for judgments that are less sensitive to out-
comes caused (e.g. character): Greater control leads to judgments
of better moral character, likely as a result of better perceived
intent. These findings provide especially strong evidence that con-
trol sometimes influences moral judgment by modifying attribu-
tions of causal responsibility. Thus, we can explain why an agent
with greater control is viewed as more worthy of punishment
but also of better moral character.

Our experiment was limited to judgments of punishment and
character; an important direction for future research is to establish
whether comparable results can be obtained for judgments of
blame (which, like punishment, depends substantially on attribu-
tions of causal responsibility) and for judgments of moral wrong-
ness (which, like character, show a much greater reliance on
attributions of intent or intentional action).

These results accord well with the findings in Experiment 2B, in
which participants were more likely to view the agent with greater
control as intending the good outcome compared to the agent with
less control. In Experiment 4, participants indicated that the agent
with greater control had a superior moral character. Together,
these results strongly suggest that the impact of intentions found
in Experiment 2A is a byproduct of the scale employed in that
experiment.
7. General discussion

Why do we forgive a person for behavior beyond their control?
Is it only because we view their behavior as unintentional, or could
it also be because we view them as less causally responsible for the
harm? To test this, we experimentally dissociated an agent’s intent
to cause harm, their causal role in harm coming about, and the
degree of control they had over their behavior. Validating past
models (Alicke, 2000; Malle et al., 2014; Weiner, 1995), we show
that control can influence perceptions of intent. And, this model
appears to be sufficient to explain the influence of control on judg-
ments of moral character. But, when control and intent are effec-
tively dissociated, control has a unique impact on punishment,
and our evidence suggests that it depends on representations of
causal responsibility.

These two routes by which control can impact moral judgment
– through intent and causal role – are mirrored in prior work dis-
sociating the contributions of intent to harm and causal responsi-
bility for harm in moral judgment (Buon, Jacob, Loissel, &
Dupoux, 2013; Cushman, Sheketoff, Wharton, & Carey, 2013;
Cushman, 2008; Phillips & Shaw, 2014). One appealing model of
the cognitive architecture of moral judgment is a single process
that incorporates information about causation and intention in a
sequential manner: Did she cause harm? If so, did she intend the
harm? However, the influence of these factors is best explained
by a two-process model in which each is supported by a unique
cognitive process that competitively interacts with the other
(Cushman, 2008). Further support for this architecture comes from
the unique developmental trajectory of these two processes: In
young children, the influence of intentions is first seen in judg-
ments supported by the intent-based process (e.g. judgments of
wrongness), and only later influences judgments supported by
the causation-based process (Cushman et al., 2013), consistent
with the idea that intentions and causal responsibility are pro-
cessed separately. And, these processes rely on effortful cognition
to different extents (Buon et al., 2013). Under cognitive load, judg-
ments reliant on differences in agents’ intentions (e.g. distinguish-
ing between an intentional and accident harm) are impaired,
whereas judgments that rely on differences in causal role (e.g. dis-
tinguishing between an intentional and attempted harm) are pre-
served. Finally, each process appears to influence some moral
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judgments more than others – compared with judgments of
wrongness, permissibility or character, punishment and blame
judgments depend relatively more on an agent’s causal connection
to harm (Cushman, 2008) Our results support this dissociation in
two ways. First, we demonstrate that control can influence moral
judgment independently through perceptions of intent and per-
ceptions of causal role. Second, we confirm that punishment judg-
ments depend to a greater extent on causal responsibility for harm
than judgments of character.

Beyond their implications for our understanding of behavioral
control as a criterion for moral judgment, our results speak to a lar-
ger debate over the mechanisms underlying moral luck and its
influence on punishment. Previous psychological research has
characterized moral luck in terms of outcome bias (Alicke &
Davis, 1989; Carlsmith, Darley, & Robinson, 2002; Darley et al.,
2000) or hindsight bias (Baron & Hershey, 1988; Tostain &
Lebreuilly, 2008; Young et al., 2010). According to the outcome
bias model, the mere presence of a bad outcome generates nega-
tive affect in the perceiver, which subsequently biases moral judg-
ment. According to the hindsight bias model, a bad outcome causes
us to reassess whether the agent acted reasonably in the first place.
In either case, moral luck is a general error or bias operating within
a system designed to make moral judgments on the basis of intent
alone.

The results of Experiment 4 are not consistent with either of
these accounts. We found that an agent with more control who
causes an accidental harm receives more punishment than an
agent with less control, but is viewed as having better moral char-
acter. Yet, outcome bias would predict a biasing effect on any
moral judgment, including character. There is no a priori reason
to expect a misattribution of negative affect to judgments of pun-
ishment alone. Meanwhile, hindsight bias predicts that an agent
causally responsible for a bad outcome will be viewed as having
amore culpable mental state, which should increase negative char-
acter attributions. However, we find just the opposite effect. This
same argument allows us to rule out other potential explanations
of our findings. For instance, it is possible that outcomes influence
moral judgment because they are often the best indicator of an
underlying, unobservable intention. However, this account also
fails to explain why, in the case of accidental outcomes, an agent
with more control is punished more but is rated as having better
moral character. If the accidental outcome is a signal of a negative
underlying intention, character ratings should track punishment
ratings, which we do not find. Thus, these previous explanations
of moral luck cannot account for our results.

Instead, we favor an adaptive account of moral luck (Martin &
Cushman, in press). Punishing based on outcomes will, on the
whole, lead those causing bad outcomes to change their behavior
in beneficial ways. Critically, such punishment should be sensitive
to whether the person has the capacity to change the behavior in
question – If the behavior was uncontrollable (e.g. generated by
an epileptic seizure), then punishment cannot cause that behavior
to change, and punishment should be reduced. Our data is consis-
tent with this: Despite viewing agents causing accidental harms
with reduced control as having worse character (because their
‘‘choice” of the good action was forced), we punish them less.

Our juxtaposition of moral character and punishment judg-
ments illustrates both the power and limits of the ‘‘person-
centered” approach to moral judgment (Uhlmann & Zhu, 2013;
Uhlmann, Pizarro, & Diermeier, 2014). Illustrating the power of this
perspective, we find evidence that the moral assessment of charac-
ter is well-tuned to the task of predicting future behavior. It is
chiefly sensitive to intent, and credits individuals for controllable
actions that are diagnostic of prosocial motives. It is limited, how-
ever, in its ability to explain the distinctive reliance of punishment
on accidental outcomes, and the concomitant influence of the attri-
bution of control in such cases. This reflects a more general division
between two organizing principles of adaptive function in the
moral domain: Partner choice (deciding whom to interact with,
based presumably on assessments of moral character) and partner
control (influencing the behavior of others via reward and punish-
ment) (Baumard, André, & Sperber, 2013; Martin & Cushman,
2015).

A key finding of our studies is that control moderates the effect
of moral luck specifically through via its influence on the attribu-
tion of causal responsibility. This accords with other work suggest-
ing that judgments of causal responsibility are designed not only to
reflect statistical or generative relations between events, but also
to efficiently guide judgments about moral blame (Knobe &
Fraser, 2008; Knobe, 2005, 2009; Roxborough & Cumby, 2009). In
colloquial terms, if the human mind is characterized by the opera-
tion of intuitive theories, then these are the theories not only of a
scientist, but also of an engineer and a lawyer (Knobe, 2010;
Pinker, 1999; Tetlock, 2002).

Our work points towards several unresolved issues. First, to
what extent does an intuitive versus deliberative mindset influ-
ence the role that control plays? Above, we suggest an adaptive
account of moral luck, one based on an adaptive structuring of
retributive motivations (Martin & Cushman, in press). To the
extent that this account explains our results, we might expect
the influence of control in cases of accidental harm to be driven
more by heuristics than rational, deliberative thought, but this
remains to be tested. Second, are our results specific to sanctions
imposed because of negative outcomes, or might they generalize
to reward of positive outcomes? Given that both punishment and
reward have the potential to change behavior, we may find that
reward is similarly sensitive to the degree of control an agent pos-
sess when they cause good outcomes: I am only willing to spend
resources on encouraging behavior that is under an agent’s control
and is therefore able to be increased. Of course, differences in how
people learn from positive versus negative feedback may lead
reward and punishment to be sensitive to distinct factors, includ-
ing control.

To conclude, we provide evidence that control influences moral
judgment not only by influencing the attribution of intent, but also
by independently influencing the attribution of causal responsibil-
ity. This underscores the fundamental importance of both inten-
tional and causal attribution to moral judgment, and it provides
further evidence that they make differential contributions to dis-
tinct categories of moral judgment (e.g., punishment versus char-
acter). In Whitman’s case, we may be tempted to forgive his
heinous actions not because he didn’t intend to cause harm, but
rather because it was never really he who caused the harm at all.
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